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Abstract

Understanding the process of primary and secondary atomization in liquid jets is crucial in
describing spray distribution and droplet geometry for industrial applications and is essential
in the development of physics-based low-fidelity atomization models. Significant advances in
numerical modelling and computational resources allows research groups to conduct detailed
numerical simulations of these flows. However, the large size of the datasets produced by high-
fidelity simulations limit researchers’ ability to analyze them. Consequently, the process of a
coherent liquid core breaking into droplets has not been analyzed in simulation results even
though a complete description of the jet dynamics exists. The present work applies a droplet
physics extraction technique to high-fidelity simulations to track breakup events and data asso-
ciated with the local flow. The data on the atomization process is stored in a Neo4j graphical
database providing an easily accessible format. Results will provide a robust, quantitative de-
scription of the process of atomization and the details on the local flow field will be useful in the
development of low-fidelity atomization models.
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Introduction

Atomizing sprays have a wide range of applications in the automobile, aerospace, agricultural,
and pharmaceutical industries. Consequently, the body of research on this topic is vast and
spans multiple centuries. However, the mechanisms that drive instabilities in coherent liquid
structures and ultimately breakup are still widely unresolved. This is, in part, due to limitations
in experimental data collection from atomizing flows. Visual analysis of atomizing jets is difficult
because of the scale and speed at which these systems develop. Additionally, the development
of droplets creates an opaque cloud, blocking view of the liquid core, limiting understanding of
primary instability and breakup mechanics. In the past decade, however, advances in computa-
tional resources have allowed research groups to develop direct numerical simulations (DNS) to
better analyze atomization mechanisms. DNS provides significant advances in understanding
of the underlying mechanisms that drive atomization. However, while these simulations pro-
duce a wealth of data, much of it has remained inaccessible due to the computational demand
in parsing the massive datasets. This study’s goal is to utilize the droplet ancestry extraction
tool, first described in Rubel and Owkes [1], to access these previously unavailable statistics
on droplet breakup to further understanding of the atomization process.

Among the first high resolution DNS studies on atomizing liquid jets were Desjardins and
Pitsch [2] and Shinjo and Umemura [3]. These analyses were largely focused on describ-
ing breakup mechanisms over a range of bulk Weber and Reynolds numbers. They provided
a wealth of information on mechanisms which were previously unclassified. Desjardins and
Pitsch identified bubble formation through sweep-ejection events and ligament generation from
bubble bursting and droplet collision. Shinjo and Umemura introduced a number of breakup
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modes as well, including short-wave breakup mode of ligaments and droplets from the jet
tip and ligament formation from the jet core. Following these works, numerous other stud-
ies utilized increasingly high-resolution DNS to distinguish additional breakup processes and
better describe already-identified mechanisms. Many of these works introduced vorticity in-
formation into their simulations in order to describe breakup in the context of vortex dynamics
[4, 5, 6, 7, 8]. The above studies employed visual interpretations of the computed liquid-gas
interface to characterize breakup mechanisms. The study described in Deshpande et al. [9]
provides another interesting application of DNS in atomization research. The authors analyzed
a simulated planar liquid jet with an emphasis on linear stability and the dominant wave mode
in breakup. They found that the wavelength scales defined in standard linear stability theories
were inconsistent with their simulations, provoking further research. The work described by
Hasslberger et al. [10] paired a topological analysis with their DNS study to better classify flow
behaviors throughout the simulation domain. The authors categorized all the small scale flow
structures within an atomizing flow into four topologies. All of the aforementioned works pro-
vide a brief, but in no way comprehensive, overview of DNS atomization studies upon which
the present study builds. Many atomization studies to date could be improved from quantitative
descriptions of local breakup events and the ability to extract relevant data from discrete spatial
and temporal locations within simulations.

Quantitative descriptions of breakup in literature are often limited by the measurement tech-
niques available. They often rely on constrained temporal or spatial domains. Additionally,
they often utilize global characteristics, such as the nozzle geometry or bulk velocities, despite
local characteristics being more meaningful in predicting ligament and droplet breakup. Aero-
dynamic forces are understood to influence jet stability and contribute to breakup, however, this
mechanism is not well understood because of difficulties collecting relevant quantities like local
slip velocity and droplet characteristic lengths. A goal of this study is to extract values to use in
analysis of local aerodynamic forces. A crucial parameter in quantifying breakup is the Weber
number, defined as the ratio of inertial forces to surface tension forces. It is defined generally:

pUg Do

Weglobal = (1)
Most commonly, the global or bulk Weber number is measured, in which case p is the density of
the disruptive phase (gas in air-assisted atomization), Uy is the bulk liquid velocity, Dy is initial
jet diameter (in some cases the radius), and o is the surface tension of the liquid [2, 4, 7, 8, 11].
Alternatively, the local Weber number, defined as

Welocal = . ) (2)

is only mentioned in a few studies, e.g. [3, 12, 13, 14]. Where U; is the slip velocity defined as
the difference in velocity between the liquid structure and the surrounding gas. L is the char-
acteristic length, which varies depending on the structure being analyzed. Because atomizing
systems are dynamic and conditions vary throughout, the local Weber number is more conse-
quential in describing liquid breakup. The prevalence of the global Weber number in literature
can be attributed to the difficulty in measuring the slip velocity at discrete points throughout
simulations or experiments. Salvador et al. [14] provide one of the very few simulation studies
which displayed the local Weber number for specific droplets in a simulation. However, the
authors were only able to calculate Wey, ., for three unique droplets over three timesteps. The
goal of the present study is to gather similar statistics for every droplet within a simulation at the
precise timestep that it forms, which will provide useful insight into the conditions which lead to
liquid breakup.
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A significant motivation for this work is to improve low-fidelity models. DNS relies on the com-
plete resolution of the Navier-Stokes equations, which often requires high-performance com-
puting and many days or weeks to perform the simulations. Many researchers and engineers
do not have reasonable access to supercomputers or require faster simulation times, so they
utilize low-fidelity atomization models to run simulations at reasonably low computational cost.
These are often the combination of turbulence models, which model small scale turbulence
and atomization models, which simplify interface deformation and transport. Commonly used
turbulence models are large eddy simulations (LES) and the Reynolds averaged Navier-Stokes
(RANS) equations. Many atomization models exist in literature. These include the Taylor anal-
ogy breakup (TAB) model [15], the Pilch-Erdman (PE) model [16], the Reitz-Diwakar (RD)
model [17], the Eulerian-Lagrangian spray and atomization (ELSA) model [18], the bag type
breakup (BTB) model [19], the multi-mode breakup (MMB) model [20], and the modified Taylor
analogy breakup (MTAB) model [21].

All of these models try to predict how and when a liquid structure breaks apart. However,
currently there is very little information on these events. The proposed tool provides a method-
ology to identify when a breakup event occurs. Additionally, the structure geometry and flow
field can be assessed to quantify the details of the breakup conditions. This new information
will advance our understanding of the atomization process and provide quantitative information
to inform and improve reduced order atomization models.

Computational Fluid Dynamics Solver

The droplet extraction tool was implemented into the NGA computational platform [22, 23, 24,
25]. NGA solves mass and momentum conservation equations on a staggered Cartesian mesh,
in which scalar values, such as pressure, are stored at cell centers and velocities at the cell
faces. Time is discretized utilizing an iterative Crank-Nicolson formulation with a semi-implicit
correction on each sub-iteration [26]. The liquid interface is identified using an un-split semi-
Lagrangian volume-of-fluid method (VOF) that conserves both mass and momentum [25]. The
interface is reconstructed using a piecewise linear interface reconstruction (PLIC) [27] with
interface normal vectors computed with efficient least-squares VOF interface reconstruction
algorithm (ELVIRA) [28]. The surface tension force is computed with the Adjustable Curvature
Evaluation Scale (ACES) method [29]. NGA is fully parallelized with message passing interface
(MPI) and scales well to tens-of-thousands of cores [2].

While NGA is used in this work, the proposed extraction tool could be applied to other high-
fidelity solvers. The tool requires a scalar that moves with liquid structures and a band growth
algorithm to assign a unique number to each structure. With these two inputs, the tool provides
a methodology to identify split and merge events and a procedure to export and analyze the
data.

Droplet Extraction Tool

The droplet genealogy extraction tool, which is described in detail in Rubel and Owkes [1], iden-
tifies splitting and merging events within an atomization simulation. Relevant data from each
event is extracted and written to a CSV file, then stored in a neo4j graphical database. Splits
and merges of liquid structures are identified using two unique integer identification numbers
assigned to each droplet. First, the structure identification number (S) is unique to every inde-
pendent liquid structure within the simulation. S values are assigned at each timestep using a
band-growth algorithm [30]. S is not persistent through time and the S value may vary between
timesteps. Liquid identification numbers (£) are transported with the liquid it is associated with
until a split or merge event is identified, and then the £ value is changed. A split is identified
when the same £ exists in more than one structure. In other words, a different S is associated
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with the same L. A merge is identified when multiple £ exist within the same structure (one S).
See Figure 1 for an illustration of this process.
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Figure 1. An example of two droplets undergoing a split and a merge. Note that the S value can vary between
timesteps, but the L is persistent until a split or merge causes the value to change.

An issue from the original work, described in Rubel and Owkes [1] was the occurrence of nu-
merous fictitious merge and split events. These events occurred when a droplet split, meaning
there was one full cell between it and the parent droplet. Then, as the parent droplet continued
to advance, the droplets remerged when they were in adjacent cells. To avoid an accumulation
of non-physical results, the authors opted to run the split identification portion of the code every
10 timesteps. The present work changed the parameters that defined merge events, so that
merges only occur when two structures exist within the same cell rather than in adjacent cells.
Splits still occur when there is a full cell between the two structures. Using a larger separation
distance for splits compared to merges allows for the split and merge identification tool to run
on every timestep, bolstering its accuracy and usefulness.

Simulation Setup

This work analyzed a three-dimensional diesel jet to demonstrate the droplet extraction tool’s
usefulness. The test case is identical to the simulation analyzed in Rubel and Owkes [1]. Shape
characterization and local flow field values are extracted and the code is updated to sample
at every timestep, so investigating the same test case will demonstrate the improvements to
this method. The simulation was run on roughly 17 million computational cells (V, = 1024,
N,=128, N.=128). With this grid resolution, and the jet statistics in Table 1, this simulation was
able to run in less than a week on 160 processors on the Hyalite High-Performance Computing
System. The above resolution is not sufficient to fully resolve the smallest scales within a
physical atomizing system. These results are preliminary, and future work will further address
grid resolution and simulation accuracy.

Results and discussion

A diesel jet, as described above, was simulated to demonstrate the droplet extraction tool’s
utility. Further simulations at varying conditions and higher resolution will be run in order to
draw concrete analyses, but preliminary results show promise for the method’s usefulness.
This simulation was run for a relatively short period of time, producing roughly 1100 droplets.
Due to the relatively coarse grid resolution, droplets less than 1/100th of the jet diameter were
discarded, because they could not be confidently resolved. This resulted in 949 droplet breakup
events that were analyzed.

Figures 3 and 4 demonstrate how spatial distributions of breakup events can be displayed
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Number Definition Value
Bulk Reynolds number p1Ujet Diet / 111 25,000
Bulk Weber number p1Ust Diet /01 10,000
Density ratio p1/pg 40
Viscosity ratio i/ thg 1.67
Domain length L/ Dijet 60
Domain widths Ly »/ Djet 7.5
Cells across diameter Djet /A X 17.06
CFL number |t max At/ Ax 0.4

Table 1. Non-dimensional parameters used in the diesel jet simulation.

Figure 2. Simulated jet used described in table 1 simulated to 1us. The colors represent £ at this final timestep.

using data extracted from this method. The former shows the locations of all the primary and
secondary breakup events within the simulation relative to the spray core (at the center of
the plot). Figure 4 shows the non-dimensional axial distance from the nozzle and the local
Weber number of primary droplets calculated using the current timestep slip velocity and the
characteristic length equal to Dj.;. The figure is consistent with the findings of Shinjo and
Umemura [3], in which they showed that breakup occurs when the inertial forces balance with
the surface tension force, i.e. when We, ~ O(1). While there is some spread in this data,
the values are centered about O(1). Future work will incorporate the local Weber numbers for
secondary breakup events by sampling from data at the previous timestep, which will allow for
identification of the local flow field and characteristic lengths of droplets immediately preceding
breakup.

Of significant interest in atomization modelling is droplet shape and size distribution. These
are values which can be easily extracted with the use of the described tool. A simple shape
parameter was implemented using the three principle axes of each droplet. The smallest axis
(b) was divided by the major axis (a), which results in values close to one for spherical droplets
and close to zero for ligaments. Figure 5 shows an interesting distribution for droplets which
just underwent breakup. Both primary and secondary droplets show a distribution peak around
b/a = 0.2. With a larger dataset, probability density functions can be built at progressive time-
steps to show how droplet size and shape vary as a function of time or location within an
atomizing simulation. This will be completed in future work with higher resolution simulations
and varying jet conditions.
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Figure 3. Spatial distribution of all primary and secondary breakup events through 1 us in the Y-Z plane, i.e.
perpendicular to the jet axis.
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Figure 4. Local Weber number and distribution of primary breakup events along the jet axis.
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Figure 5. Distribution of the shape parameter b/a for primary and secondary droplets.
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Conclusions

The tool described in this work allows for the extraction of local characteristics important to the
atomization process, which were previously unobtainable in DNS. The ability to relate spatial
and temporal positions of breakups, local flow field attributes, and shape characteristics of
atomizing droplets provide a plethora of new information for atomization model developers.
Future work will focus on simulating physically resolved jets and extracting comprehensive
information about every breakup event, elucidating the droplet formation process.
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