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ABSTRACT 

The vertical propagation of a dredged spoil release and the propagation of the gravity current due to the 

sediment cloud collapse at the bottom is investigated in the present study. A two-phase numerical model, able 

to calculate the amount of the detrained material as function of the conditions under which it is disposed, is 

developed in Fluent. Initially, a 2D case was validated versus experimental and numerical data available in 

literature. The validation includes the falling time of the sediment cloud, the of the evolution of the cloud 

bottom as well as the time evolution of the current front. Further, a 3D two-phase model is presented that 

simulates the complete process of sediment release over a realistic bathymetry and during realistic flow 

conditions. The outcome of the 3D model shows how the material is distributed on the river bed, during and 

immediately after the release of sediment by a hopper dredger.  
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1. INTRODUCTION 

Dredging operations performed in navigation channels and harbors produce a significant quantity of sediment 

every year. The dredged material is then discharged into disposal sites in the land, the sea, estuaries or rivers. 

Disposal of dredged material into open waters is a complex task and may rise important environmental and 

economic concerns. Thus, the ability to determine the propagation of the material after the disposal is of prime 

interest. 

 It has been shown that the disposal of dredged material can be divided in three stages [5]: (a) a convective 

descend during which the material is falling under the influence of gravity (b) the dynamic collapse, occurring 

when the descending cloud impacts the bottom and (c) passive transport-dispersion where the material 

transport and spreading are determined mainly by ambient currents and turbulence. Various studies have been 

conducted on the mechanisms of the disposal of dredged material placed in open waters [1,3,5,7,8,11,12].  

During the descent phase, the surrounding water is entrained onto the sediment cloud and as a result part of 

the dredged material is separated from the cloud and remains in the upper part of the water column [11]. After 

the collapse of the cloud at the bottom, a gravity current propagates radially, until sufficient energy is dissipated 

and the material begins to settle. The part of the sediment that remains into suspension and the one carried 

away from the disposal area by the horizontal gravity currents is referred to as “lost” material.  

The objective of this work is to study, through 3D numerical simulations, the different stages of the disposal 

process at real flow conditions and investigate the influence of bathymetry on the propagations of the gravity 

current. 
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 Previous studies [7] have shown that a two-phase approach is able to represent the convective descent of 

dredged sediment release compare to the single-phase models. Thus, in the framework of this work an Eulerian 

two-phase model embedded in Fluent is used. To validate the developed numerical model the experimental 

data obtained from a large physical model testing facility were used [1,12] as well as similar numerical studies 

available in literature [7]. 

The text is organized as follow: Section 2 illustrates briefly the set of the governing equations of the numerical 

model. Sec. 3 present the 2D test case used for the validation of the numerical model. The results obtained by 

the real case scenario are discussed in Sec.4 followed by a brief summary and the main conclusions is Sec. 5. 

2. MODEL DESCRIPTION 

In the Eulerian two-phase model in Fluent the water and the sediment phase are considered as  interpenetrating 

continua. This description incorporates the concept of volume fractions, which represents the space occupied 

by each phase. In this approach, each phase is simulated separately, whereas the coupling between the two 

phases is accomplished via momentum transfer. 

2.1 Governing equations 

In this work the fluid motion was simulated using the 3-D RANS equations with a k-ε mixture turbulence 

closure model. The conservation equations for each case are presented below [6]: 

𝜕

𝜕𝑡
(𝑎𝑞𝜌𝑞) + ∇ ∙ (𝑎𝑞𝜌𝑞𝑣𝑞⃗⃗⃗⃗ ) = ∑(�̇�𝑝𝑞 − �̇�𝑞𝑝)

𝑛

𝑝=1

 
 

(1) 

𝜕

𝜕𝑡
(𝑎𝑞𝜌𝑞𝑣𝑞⃗⃗⃗⃗ ) + ∇ ∙ (𝑎𝑞𝜌𝑞𝑣𝑞⃗⃗⃗⃗ 𝑣𝑞⃗⃗⃗⃗ ) = −𝑎𝑞∇𝑝 + ∇ ∙ �̿�𝑞 + 𝑎𝑞𝜌𝑞𝑔 + ∑ (�⃗� 𝑝𝑞 + �̇�𝑝𝑞𝑣 𝑝𝑞 −𝑛

𝑝=1

�̇�𝑞𝑝𝑣 𝑞𝑝) + (𝐹 𝑞 + 𝐹 𝑙𝑖𝑓𝑡,𝑞 + 𝐹 𝑤𝑙,𝑞 + 𝐹 𝑣𝑚,𝑞 + 𝐹 𝑡𝑑,𝑞)  

 

(2) 

where  𝑣𝑞⃗⃗⃗⃗  is the velocity of phase q, �̇�𝑝𝑞 characterizes the mass transfer from the pth to the qth phase and �̇�𝑞𝑝 

characterizes the mass transfer from phase q to p. 𝐹 𝑞 is an external body force, 𝐹 𝑙𝑖𝑓𝑡,𝑞 is a lift force,  𝐹 𝑤𝑙,𝑞 is a 

wall lubrification force, 𝐹 𝑣𝑚,𝑞 is a virtual mass force and 𝐹 𝑡𝑑,𝑞 is a turbulent dispersion force. �⃗� 𝑝𝑞 is an 

interaction force between phases and 𝑝 is the pressure shared by all phases. �̿�𝑞 is the qth phase stress-strain 

tensor defined as following: 

�̿�𝑞 = 𝑎𝑞𝜇𝑞(∇𝑣 𝑞 + ∇𝑣 𝑞
𝑇) + 𝑎𝑞 (𝜆𝑞 −
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𝜇𝑞)∇ ∙ 𝑣 𝑞𝐼 ̿

(3) 

here 𝜇𝑞 and 𝜆𝑞 are the shear and the bulk viscosity of the phase q. For the sediment phase where the granular 

flow approach was considered the shear and bulk viscosities are obtained by applying the kinetic theory. More 

specifically, the sediment shear viscosity is equal to: 

𝜇𝑠 = 𝜇𝑠,𝑐𝑜𝑙 + 𝜇𝑠,𝑘𝑖𝑛 + 𝜇𝑠,𝑓𝑟 (4) 

where 𝜇𝑠,𝑐𝑜𝑙 is the collisional viscosity as in [3,9], 𝜇𝑠,𝑘𝑖𝑛 is the kinetic viscosity as in [3] and 𝜇𝑠,𝑓𝑟 is the 

frictional viscosity as in [8].   
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2.2 Turbulence model 

The turbulence model used in the present study is the k-ε mixture turbulent model available in ANSYS 

FluentTM [6]. The k and ε equations describing this model are as follows: 

𝜕

𝜕𝑡
(𝜌𝑚𝑘) + ∇ ∙ (𝜌𝑚�⃗� 𝑚𝑘) = ∇ ∙ (

𝜇𝑡,𝑚

𝜎𝑘
∇𝑘) + 𝐺𝑘,𝑚 − 𝜌𝑚𝜀 

(5) 

𝜕

𝜕𝑡
(𝜌𝑚𝜀) + ∇ ∙ (𝜌𝑚�⃗� 𝑚𝜀) = ∇ ∙ (

𝜇𝑡,𝑚

𝜎𝜀
) +

𝜀

𝑘
(𝐶1𝜀𝐺𝑘,𝑚 − 𝐶2𝜀𝜌𝑚𝜀) 

(6) 

where the mixture density and velocity, 𝝆𝒎 and �⃗⃗� 𝒎, are computed from: 

𝜌𝑚 = ∑𝑎𝑖𝜌𝑖

𝑁

𝑖=1

 

(7) 

�⃗� 𝑚 =
∑ 𝑎𝑖𝜌𝑖�⃗� 𝑖

𝑁
𝑖=1

∑ 𝑎𝑖𝜌𝑖
𝑁
𝑖=1

 
(8) 

The turbulent viscosity, 𝝁𝒕,𝒎, is computed from  

𝜇𝑡,𝑚 = 𝜌𝑚𝐶𝜇

𝑘2

𝜀
 

(9) 

And the production of turbulent kinetic energy, 𝑮𝒌,𝒎, is computed from 

𝐺𝑡,𝑚 = 𝜇𝑡,𝑚(∇�⃗� 𝑚 + (∇�⃗� 𝑚)𝑇): ∇�⃗� 𝑚 (10) 

𝑪𝟏𝜺, 𝑪𝟐𝜺 and 𝑪𝝁 are constants. 

2.3 Numerical technique 

Due to the unsteady nature of the problem investigated in this work, transient simulations have been carried 

out using ANSYS FluentTM solver [6]. For the time integration the first order implicit method was adopted. 

The momentum equation was discretized using a second-order finite volume technique, whereas QUICK 

scheme was applied for the volume fraction. The SIMPLE algorithm was used to solve the pressure-velocity 

coupling. 

3. VALIDATION CASE 

3.1 Experimental set-up 

For the validation of the numerical model developed on the framework of this work, data obtained from the 

physical model described in [1,12] is used. The experimental set up consists of a straight channel 72m long, 

1.5m wide and 1.5m maximum height (see Figure 1). The sediment were released by a specifically designed 

recipient (maximum capacity 60L) which was placed 17cm below the water surface. During the test all the 

three stages of the disposal process were recorded. The opening of the recipient was synchronized with a 
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camera that take pictures every 0.5s. Concentration measurements at specific locations were also obtained 

using optical transducers. 

In the physical test different sediment mixtures were used (pure sand, sandy mud and pure mud)  and different 

flow conditions. In this work only pure sand mixtures are considered and zero cross flow. The parameters of 

the physical test that is used for the validation are presented in Table 1. 

 

Figure 1. Schematic representation of the physical model set-up [1]. 

Table 1. Testing condition: H is the water depth, Wo is the injection velocity from the recipient, Dp the 

sediment particle diameter, ρ the dry density of the solid, Cm is the concentration of the mixture and Vd the 

volume of dumped material. 

Test H 

[m] 

W0 

[m/s] 

Dp  

[μm] 

ρ  

[kg/m3] 

Cm  

[g/L]  

Vd  

[L] 

e12 1 0.89 160 2650 450 60 

3.2 Numerical model 

A two dimensional (2D) computational domain used to simulate the sediment release is 14m long and 1 high. 

As in the experiments the recipient is 10cm long and is located 17cm below the free surface. The spatial 

resolution of the grid is 1.5cm x 1.5cm. The time step is taken equal to 10-3 sec. 

To avoid reflections, a pressure outlet boundary condition is imposed at the lateral boundaries of the domain. 

The bottom of the domain is modeled as no-slip wall whereas a free slip boundary condition is applied at the 

free surface, since no surface motion was detected during the experiments. The flow exiting the recipient 

assumes a velocity inlet a Poiseuille-type velocity profile as proposed in [7]: 

𝑊𝑖𝑛𝑗 = 𝑊0 (1 −
𝑥2

𝑅𝑖𝑛𝑗
2 ) 

(10) 

where 𝑅𝑖𝑛𝑗 is the half of the recipient bottom opening and x is the distance from the vertical axis of the 

recipient. 

3.3 Results 

The contour plots of sediment concentration obtain from the numerical model along with the flow velocity 

vectors are presented in Figure 2, for 4 different time instants. The numerical and the experimental results were 
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compared based on (1) the falling time of the sediment cloud (time lapse between the release of the sediment 

and the moment when the cloud touches the bottom). 

Table 2 presents the falling time of the sediment cloud for both the physical test and the numerical model. It 

should be mentioned that an uncertainty is observed on the experimental data. This may be explained by the 

rapidity of the phenomena (<1.5s). Under this conditions, the numerical and the experimental results are in 

good agreement.  

Further validation of the numerical model is done based on similar numerical studies found in literature [7]. In 

this case the results were compared based on (1) the time evolution of the sediment cloud bottom and (2) the 

time evolution of the current front. The time evolution of the sediment cloud bottom for both studies is 

presented in Figure 3. 

 

Figure 2. Contour plots of the sediment concentration and vector plot of flow velocity at time instants (a) t = 

1 sec, (b) t = 1.3 sec, (c) t = 2.6 sec and (d) t = 4.0 sec. 

Table 2. Comparison of the falling time of the sediment cloud 

Falling time [sec] 

Experimental  Numerical 

0.72 (0.22-1.22) 1.3 
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Figure 3. Comparison of the time evolution of the sediment cloud bottom between the present numerical 

study and available literature data [6]. 

After the sediment cloud collapse at the bottom it is converted to a horizontal gravity current. The time 

evolution of the front of the current for both numerical studies is presented in Figure 4. A concentration 

threshold equal to 0.5 kg/m3 is used to determine the front of the current. The propagation of the current is 

symmetric with respect the vertical axis of the recipient and as expected at this initial stage the xf~t relation is 

linear. The aforementioned results indicate a very good agreement between the present numerical model and 

the literature data. 

 

Figure 4. Comparison of the time evolution of the front of the current between the present numerical study 

and available literature data [6]. 

4. SEDIMENT DISPOSAL IN SCHELDT ESTUARY 

After the model was validated, it was applied to simulate sand disposal at the Scheldt Estuary. The layout of 

the model is presented in Figure 5. In this case, sediment release from the bottom dredging vessel is simulated 

considering real flow conditions and bathymetric data.   
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Figure 5. Time evolution of the front of the current for both experiments and numerical model. 

4.1 Model set-up  

The geometry consists of the vessel and a surrounding liquid flow domain. The vessel is assumed to be static 

inside the model domain and has a total length of 137 m. The bottom of the domain is created based on 

bathymetric data of Scheldt river for year 2016 (see Figure 6). 

The generated numerical grid consists of polyhedral elements along with an inflation layer close to the bed, 

for resolving the near bed velocity gradients. The mean edge length of the mesh equals 7.5m. For the better 

representation of the flow around the vessel and the sediment distribution the grid has been refined at the 

immediate vicinity of the vessel. The cell size at the hull of the vessel is equal to 0.6m whereas at the doors of 

the vessel is equal to 0.4m. 

The disposal of dredged material is carried out in an already developed velocity field that corresponds to max 

flood conditions. The flow field is generated by means of prescribed velocity profile at the upstream boundaries 

of the model. The prescribed velocity is obtained by a continental shelf model (iCSM) developed in 

TELEMAC 2D at IMDC [2]. At the downstream boundary of the model a pressure outlet boundary condition 

is applied. 

To simulate the sediment release, at the bottom door of the hopper a constant velocity is applied for both water 

and sediment phases. This velocity is set in order to match the total hopper volume released in a predefined 

disposal time. In the same zone a the initial sediment volume fraction is set. At the water surface a free slip 

boundary condition is applied, whereas the bottom, the side walls of the domain and the hull of the hopper are 

defined as no slip boundaries.  

North inflow  

South inflow  

Outflow  
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Figure 6. Contour plot of the bathymetric data used for the numerical model. 

The parameters used in the current simulation are presented in Table 3. These data are based on the Pallieter 

vessel, commonly used in Scheldt river for dredging operations. The overall duration of the simulations is 

equal to 380 sec. This period is divided in two parts. The disposal period with duration 261 seconds, and the 

period after the closing of the doors of the vessel with duration 119 seconds. The second part is important in 

order to study the collapse of the cloud on the bed. 

Table 3.  Model parameters: Uinj is the injection velocity of the sediment mixture from the hopper, φinti 

is the intial sediment volume fraction, Dp is the sediment diameter and ρs is the density of the solids. 

Hopper volume 

with flushing 

water  

[m3] 

Door 

length 

[m] 

Door 

width 

[m] 

Mass of 

dry solids  

[tons] 

Valve 

duration  

[sec] 

Uinj  

[m/s]  

φinit 

[-] 

Dp 

[mm] 

ρs 

[kg/m3] 

5200 39.02 4.82 6890 261 0.106 0.5 0.2 2650 

4.3 Initial velocity field 

As mentioned above to reproduce the ambient flow conditions velocity profiles that corresponds to the max 

flood conditions were obtained by the iCSM model . The velocity field obtained by the CFD simulations is 

compared with the velocity filed of the large scale model in Figure 7. The results are in good agreement. Slight 

differences may observed due to the different approaches used for solving the flow. 
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Figure 7. Comparison of the depth averaged velocity field, between CFD model and large-scale validated 

Telemac 3D Scheldt model. The black line indicates the outline of the CFD domain. 

4.4 Results 

The contour plots of the sediment concentration at different time instants, are presented in Figure 8. The 

obtained results clearly show the influence of the ambient flow and the bottom slope on the propagation of the 

gravity current. The current slows down as it propagates away from the vessel and the negative slope of the 

bottom is becoming steeper. For this reason at the right side sediment is deposited closer to the vessel. 

Moreover, it can be observed that the shape of the deposition pattern is not symmetric but follows the direction 

of the flow. At the end of the simulation the diameter of the deposited area is around 450 m at the direction of 

the flow and 300m at the direction perpendicular to the flow. 
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Figure 8. Contour plots of the suspended sediment concentration at different time instants. a) t=50 s b) t=150 

s, c) t=261 s (closing of the valves) and d) t=380 s (end of the simulations). In the last figure the surface flow 

direction is indicated. In the last figure the flow direction is indicated. 

5. CONCLUSIONS 

In this work a 3D two phase model has been developed to investigate sand disposal in tidal estuaries. This 

model has been initially validated based on experimental data and similar numerical studies available in 

literature. Good agreement has been obtained in terms of falling time of the sediment cloud as well as time 

evolution of the cloud bottom and the front of the current.  

In the second part, the numerical results of sediment release from a hopper at real flow conditions and over 

realistic bathymetric data are discussed. The suspended sediment distribution during and immediately after the 

disposal has been studied to assess the sediment spreading.  

The results of the numerical simulations show that bathymetry plays a primary role on the propagation of the 

horizontal density current. Due to the negative slope of the bed along a trajectory from the disposal zone in the 

deepest part of the river towards less deep areas, the density current slows down.  This means that sediments 

are deposited closer to the vessel. 
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The background velocity also has an effect on the sediment distribution. It was observed that the direction of 

the ambient flow may have a secondary effect on the shape of the deposition area. In case no ambient flow is 

considered the gravity current propagates radially under the vessel. However, in this case the deposition area 

has lost its symmetry and follows the flow. 

Future work shall focus in validating the numerical model against field measurements of sand plumes, where 

emphasis is made on the shape of the plume and depositional area after release. Different disposal scenarios 

may be then studied, using different flow conditions and bathymetry. 
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